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Ljubljana, Slovenia

Cite as:
Jaka Javh, Janko Slavič, Miha Boltežar
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Abstract

Instantaneous full-field displacement fields can be measured using cameras.
In fact, using high-speed cameras full-field spectral information up to a couple
of kHz can be measured. The trouble is that high-speed cameras capable of
measuring high-resolution fields-of-view at high frame rates prove to be very
expensive (from tens to hundreds of thousands of euro per camera). This pa-
per introduces a measurement set-up capable of measuring high-frequency vi-
brations using slow cameras such as DSLR, mirrorless and others. The high-
frequency displacements are measured by harmonically blinking the lights at
specified frequencies. This harmonic blinking of the lights modulates the in-
tensity changes of the filmed scene and the camera-image acquisition makes
the integration over time, thereby producing full-field Fourier coefficients of
the filmed structure’s displacements.
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∗Corresponding author
Email address: janko.slavic@fs.uni-lj.si (Janko Slavič)
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1. Introduction

Displacement measurements using high-speed cameras are increasingly
being used in modal analysis, because they can produce a dense, simultane-
ous, full-field 3D measurement [1, 2].

Various image-processing techniques are being used to identify the dis-
placements from image sequences. Some of the most commonly used tech-
niques are: Gradient-Based Optical Flow [3–5], Digital Image Correlation [6],
which is also gradient based, in fact the Lucas-Kanade method from [3] is
the general form of DIC [7], Point Tracking [8] and Phase-Based methods [9].

Photogrammetry measurements using cameras enable many thousands
or tens of thousands of points to be tracked simultaneously. The typical
displacement resolution frame-to-frame is quoted at around 1/100 of a pixel
and 1/10000 of a pixel in the amplitude spectrum [5], and is limited by
the camera noise. By measuring with a stereoscopic camera set-up, three-
dimensional displacements can be measured [10].

Probably the first use of photogrammetry for vibration measurements
was a study carried out on the MIR space station [11]. More recent applica-
tions include civil engineering [12, 13], real-time measurements [14, 15] and
large structures where the measurements have to be stitched together [16].
Cases of higher-frequency response measurements up to a couple of kHz have
been reported in some recent papers as well [5, 17–23], where [17] covers the
linear and non-linear responses compared to Continuous-Scan Laser Doppler
Vibrometry, [18] is an example of model updating based on DIC data, [19]
introduces interactive video manipulating based on the filmed structural re-
sponses, [20] identifies vibrations using phase-based motion magnification,
[21] measures out-of-plane displacements based on fringe elongation, [22] uses
DIC for thermo-structural coupling measurements and [23] gives a feasibil-
ity review of the DIC measurement for a case of hypersonic aircraft panels.
Responses above a couple of kHz are problematic to measure, because they
produce smaller displacements [24] and because of the high-speed camera’s
frame-rate limitations.

Mid-range high-speed cameras are typically capable of filming at a couple
thousand frames per second (500–4000 fps) in the camera’s full resolution,
typically in the range of one or two mega-pixels (1024×1024 to 1920×1080)
and a 12-bit intensity resolution. Higher frame rates are possible when re-
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ducing the image resolution. High-end cameras are capable of full resolution
frame rates up to 20,000 fps. High-speed camera set-ups incorporating high-
intensity lighting, lenses, etc. typically cost many tens of thousands of euros,
and up to a few hundred thousand euros for a stereoscopic pair of higher-end
cameras (3D measurements). To reduce the equipment costs, single-camera
measurement approaches have been explored; the stereo information can be
acquired with repeated measurements at different angles [25] or by using a
dividing mirror, producing two viewing angles for a single camera [26, 27].
A simple approach to viewing fast phenomena is to use short pulses of light
(strobe light) to produce still frames. Stroboscopes have been used since
1832 [28], where a slit in a disc would produce a flash of light and with it
a discrete frame of an animated motion picture, in 1930 researchers used
strobe lights to produce an analogue film high-speed camera capable of mul-
tiple thousand frames-per-second [29]. Some more recent examples of using
stroboscopes to measure dynamics are: [30] where strobe lights were used to
capture time instances of an oscillating wing and the displacements identi-
fied in 3D using multiple viewpoints and [31] where pulsated air jets were
used to excite tissue and strobe lights made the response and with that tu-
mors visible to the operator. A number of researchers have used lower-speed
cameras to measure structural dynamics, by under-sampling and remapping
the time instances [32], by using frequency zooming and allowing for alias-
ing [33], or by using multiple measurements with different sampling speeds
to pinpoint actual aliased frequencies and showing that the spatial informa-
tion is unaffected by aliasing [34], also the researchers that extracted sound
from vibrations in videos [35] were able to use the rolling-shutter effect to
sample high frequencies from a normal DSLR camera video. DSLR cameras
have the benefit of producing images with a higher colour-intensity resolution
(14-bit) and a higher pixel resolution (24 mega-pixels) at a cost of around
500–2000 euros.

This study introduces the Spectral Optical Flow Imaging (SOFI) mea-
surement technique that uses low-speed image-acquisition cameras such as
DSLR cameras to measure the individual displacement spectral components.
By harmonically blinking the light source during the image acquisition, the
displacement gets modulated on top of the blinking light, combined with the
camera acquisition, which works by integrating the intensity over time, a
single full-field displacement spectral component image is formed. The de-
scribed technique, in fact, produces an analogue Fourier transform and each
image for a different harmonic blinking of light produces separate Fourier
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coefficients for the full camera field.
The text is organized as follows: Section 2 mathematically derives the

proposed Spectral Optical Flow Imaging (SOFI) from the image-acquisition
procedure and the Optical Flow theory, Section 3 demonstrates the use of the
proposed method in structural dynamics, Section 4 discusses the limitations
of the proposed method and the conclusions are drawn in Section 5.

2. Theoretical derivation

An image is formed as the illumination L is shown on a pattern with re-
flectance P (x, y) (or transmissivity in the case of transparency). The pattern
P (x, y) is a function of the spatial coordinates x and y and reflects the light
L to produce a radiance intensity r((x, y), L):

r
(
(x, y), L

)
= P (x, y)L (1)

A camera produces an image of intensity values I(x, y) by integrating the
radiance for individual pixels [36]. The pixels are discrete patches of photo-
transistors that produce a linear response to the radiance illuminating them;
henceforth, the spatial coordinates x and y are interpreted as pixel location
indices. The image I

(
(x, y), L

)
over pixels (x, y) at an illumination L equals

the integral of the radiance r
(
(x, y), L

)
over the camera’s exposure time Te:

I
(
(x, y), L

)
=

∫ Te

0

r
(
(x, y), L

)
dt, (2)

The camera’s exposure time is the integration time that produces an image,
and for DSLRs this typically ranges from 1/10000 s to 30 s.

Figure 1 shows a hypothetical radiance field plotted as a 3D function. A
plane is plotted that dissects the radiance field in the direction of the radiance
gradient, indicated with coordinate s for a point (x, y). The thicker black
line is the dissection of the radiance field with the plane and represents the
radiance profile in the direction of the radiance gradient.

Figure 2 shows the intersection plane and the effect of a displacement
and illumination change for a point (x, y). It is clear that, assuming small
displacements that are within the area of constant gradient, a displacement
s will result in a radiance approximately equal to:

r
(
(x, y) + s, L0

)
= r
(
(x, y), L0

)
+ s∇r

(
(x, y), L0

)
, (3)
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Figure 1: Plot of a radiance field over spatial dimensions (x, y)
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Figure 2: Gradient-oriented intersection plane from Figure 1 showing the effect of a varying
illumination and the effect of displacements on the radiance

where ∇r is the radiance gradient. Equation (3) is the basic Optical Flow
equation, based on brightness conservation [3] (brightness is a generalised
synonym of radiance) and is used to determine the motion from images (for
more see [3, 5]), only in this paper the equation is written in terms of the radi-
ance and not the image-intensity values for the purpose of further derivation
where the brightness is assumed to vary.

For a varying illumination L(t), the radiance will, according to Equa-
tion (1), increase proportionally:

r
(
(x, y), L(t)

)
= L(t)P (x, y) = L(t)

L0

L0

P (x, y) =
L(t)

L0

r
(
(x, y), L0

)
(4)

By combining Equation (3) and Equation (4) the radiance of a point for a
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time-varying displacement s
(
(x, y), t

)
and illumination L(t) can be expressed

as:

r
(

(x, y) + s
(
(x, y), t

)
, L(t)

)
=
L(t)

L0

r
(

(x, y) + s
(
(x, y), t

)
, L0

)
=

=
L(t)

L0

(
r
(
(x, y), L0

)
+ s
(
(x, y), t

)
∇r
(
(x, y), L0

))
(5)

The integral of the left-hand side of Equation (5) over an exposure Te (Equa-
tion (2)) produces the image taken for a varying illumination and displace-
ment:

I
(
(x, y) + s

(
(x, y), t

)
, L(t)

)
=

∫ Te

0

r
(
(x, y) + s

(
(x, y), t

)
, L(t)

)
dt (6)

Assuming that the illumination L(t) changes harmonically in accordance
with:

L(t) = L0 + LA sin(ωl t) (7)

and assuming that the displacements are the sum of various harmonics with
angular frequencies ωn:

s
(
(x, y), t

)
=
∑
n

[
Ss((x, y), ωn) sin(ωn t) + Sc((x, y), ωn) cos(ωn t)

]
, (8)

the integral of the right-hand side of Equation (5) becomes:∫ Te

0

L(t)

L0

(
r
(
(x, y), L0

)
+ s
(
(x, y), t

)
∇r
(
(x, y), L0

))
dt =

=
L0

L0

r
(
(x, y), L0

) ∫ Te

0

dt︸ ︷︷ ︸
a)

+

+
LA

L0

r
(
(x, y), L0

) ∫ Te

0

sin(ωl t) dt︸ ︷︷ ︸
b)

+

+
L0

L0

∇r
(
(x, y), L0

) ∫ Te

0

s
(
(x, y), t

)
dt︸ ︷︷ ︸

c)

+

+
LA

L0

∇r
(
(x, y), L0

) ∫ Te

0

sin(ωl t) s
(
(x, y), t

)
dt︸ ︷︷ ︸

d)

(9)
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If ωn and ωl have periods whose multiple is Te, then the integrals of the
harmonics sin(ωl t), sin(ωn t) and cos(ωn t) over Te all equal zero. Therefore,
the integrals b) and c) equal zero. The integral a) is the image when no
motion is present and the illumination is constant at L0:

I
(
(x, y), L0

)
= r
(
(x, y), L0

) ∫ Te

0

dt (10)

The integral d) from equation (9) resembles the integral used to determine
the Fourier series coefficients. The Fourier coefficients ar, br for r ∈ N are
determined as [37]:

ar =
2

T

∫ t0+T

t0

f(t) cos

(
2 π r t

T

)
dt (11)

br =
2

T

∫ t0+T

t0

f(t) sin

(
2π r t

T

)
dt (12)

Taking f(t) to be the function of the displacements over time s
(
(x, y), t

)
Equation (12) can be rewritten as:

Ss

(
(x, y), ωl

)
=

2

Te

∫ Te

0

s
(
(x, y), t

)
sin(ωl t) dt (13)

Te is chosen for the integral bounds, because Te and ωl have been defined
such that Te is a multiple of the period of ωl. Ss

(
(x, y), ωl

)
is the amplitude

of the sin(ωl t) harmonic of displacements s
(
(x, y), t

)
.

Equation (9) paired with the left-hand side (6) and taking into account (10)
and (13) reduces to:

I
(

(x, y)+s
(
(x, y), t

)
, L(t)

)
= I
(
(x, y), L0

)
+
LA

L0

∇r
(
(x, y), L0

)Te Ss

(
(x, y), ωl

)
2

(14)
The product of the radiance gradient ∇r and the exposure time Te equals
the reference image gradient, because the illumination L0 is constant and
the radiance gradient ∇r

(
(x, y), L0

)
does not incorporate any displacements

s
(
(x, y), t

)
:

∇I
(
(x, y), L0

)
=

∫ Te

0

∇r
(
(x, y), L0

)
dt = Te∇r

(
(x, y), L0

)
(15)
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and Equation (14) can be explained as:

I
(

(x, y) + s
(
(x, y), t

)
, L(t)

)
︸ ︷︷ ︸

blinking&vibrations image

= I
(
(x, y), L0

)︸ ︷︷ ︸
reference image

+

+
LA

L0︸︷︷︸
illumination

scaling

∇I
(
(x, y), L0

)︸ ︷︷ ︸
reference image

gradient

Ss

(
(x, y), ωl

)
2︸ ︷︷ ︸

displacement
spectral

component

(16)

Therefore, by taking an image of a vibrating structure at a harmonically
varying illumination (7), subtracting this image using a reference image of a
stationary structure at a constant illumination L0 and scaling the result with
the reference image gradient and the illumination scaling, a displacement
spectral component Ss

(
(x, y), ωl

)
can be obtained for every pixel:

Ss

(
(x, y), ωl

)
=
I
(

(x, y) + s
(
(x, y), t

)
, L(t)

)
− I
(
(x, y), L0

)
1
2

LA

L0
∇I
(
(x, y), L0

) (17)

By changing the frequency of the blinking lights other spectral components
can be measured and by changing the phase of the lights from sin(ωl t) to
cos(ωl t) the cosine amplitudes Sc((x, y), ωl) (Equation (11)) can be mea-
sured.

If the harmonic periods of ωl and ωn are not multiples of Te, small errors
will be imposed on the end results. The errors are analogue to the errors pro-
duced by windowing, which is sampling a signal in a finite window, thereby
cutting off some information. Windowing and the spectral leakage associated
with it are a common problem in signal processing [38].

It should be noted that the gradient at certain pixels can be insufficient to
produce reliable results. A larger gradient will produce a greater sensitivity
to displacements.

The displacement amplitudes Ss((x, y), ωn) and Sc((x, y), ωn) are dis-
placements in the direction of the image gradient only; however, the dis-
placements are typically two dimensional. As indicated by Equation (16)
the image of a vibrating structure taken for a harmonically varying illumi-
nation equals the reference image (stationary structure and constant illumi-
nation) transformed by the scaled displacement amplitudes of the spectral
component matching the illumination harmonic. Therefore, to identify the
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2D displacements, the Lucas-Kanade Optical Flow [3] can be used on the
”blinking & vibrations image” with respect to the reference image, which is
possible because Lucas-Kanade is derived from linear-gradient assumptions
and the 2D displacements are identified by using least-squares criteria on a
subset of pixels (e.g., subsets of 10 × 10 pixels). The 2D information is ob-
tained because various pixels in the subset have various gradient directions.

According to Lucas-Kanade [3], the 2D displacements are determined by
solving the system of equations:{

∆x
∆y

}
=

[ ∑
(∂I0
∂x

)2
∑

(∂I0
∂x

∂I0
∂y

)∑
(∂I0
∂x

∂I0
∂y

)
∑

(∂I0
∂y

)2

]−1{ ∑ (
(I1 − I0) ∂I0

∂x

)∑ (
(I1 − I0) ∂I0

∂y

) } , (18)

where I0 is the reference image, I1 is the translated image, ∂I/∂x indicates
the gradient in the x direction (same goes for y), ∆x and ∆y are the x and
y displacement components and the summations indicate the convolutions
over the subset, e.g., for a N ×N subset:

∑ (
∂I0
∂x

∂I0
∂y

)
=

N
2∑

k=−N
2

N
2∑

l=−N
2

(
∂I0
∂x

(x+ k, y + l)
∂I0
∂y

(x+ k, y + l)

)
(19)

In the case of SOFI, to obtain the 2D displacement componentsXs((x, y), ωl)

and Ys((x, y), ωl), image I
(

(x, y) + s
(
(x, y), t

)
, L(t)

)
should be used in place

of I1 and the reference image I
(

(x, y), L0

)
should be used in place of I0.

Also, the result has to be scaled according to the illumination 1/(LA/L0).

3. Experimental validation

To test the proposed method two experiments were performed. The first
experiment is intended to demonstrate the 2D SOFI by measuring the vi-
brations caused by the eccentricity of an electric motor. The DSLR SOFI
measurement is compared to a high-speed camera measurement. The second
experiment is the measurement of a cymbal excited with a pseudo-random
(multisine) signal and is intended to show that selected spectral full-field
displacement components can be measured using SOFI.
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3.1. 2D Experiment
An electric motor was run at a PID-controlled frequency of rotation equal

to 125 Hz. The PID control was established using an arduino micro-controller
reading an optical tachometer signal. The integral component of the PID reg-
ulated the motor’s phase, ensuring that the motor was synchronised with the
blinking of the LED lights used to illuminate the filmed fixture. The PID
kept the motor’s rotation in phase with the lights with an error lower than
4.5◦ over the 3 s required to capture the reference image and two images with
lights blinking in phase (sin(2π fl t)) and a 90◦ phase (cos(2π fl t)) required
to produce the full-field spectral component at the frequency of the motor’s
rotation fl = 125 Hz. The DSLR exposure time was set to 1/5 s to be in line
with the assumptions made in Section 2 and thereby avoid the windowing
effects (1/5 s is a multiple of 1/fl). The other capture settings were fixed to
produce an optimal exposure spanning the full 14-bit intensity resolution of
the camera. The DSLR used was a Nikon D5300 set to capture 24 megapixel
RAW images, which were later cropped to 3576×3616 to fit the motor fixture.
A high-contrast pattern sticker was placed on the motor fixture, to make the
displacements more visible. The lights were proportionally controlled by an
operational amplifier that compared the set blinking signal with the current
passing through a single phototransistor placed in front of the LEDs. The
proportional LED control accounted for the non-linearities in the LED power
supply and the LED current to the illumination characteristic. The illumi-
nation scaling of the varying light was at IA/I0 = 1.25/1.5. The referenced
blinking signal was generated using a NI9263 DAC card. The NI9263 DAC
card also generated the trigger signal for the DSLR camera. The trigger sig-
nal was registered by an arduino, which triggered the DSLR via an IR-LED.
The DSLR is a colour camera and captures the colour intensities in a Bayer
pattern [39]. The images were transformed into black&white with spatial
averaging of the pixel values. The averaging was done with a 8 × 8 subset.
This spatial averaging also serves to extend the area of constant gradient by
filtering out the higher spatial frequencies in an image [3, 5].

The experimental set-up is shown in Figure 3. The high-speed camera
in Figure 3 is present merely to monitor the process. The DSLR was later
replaced with a Photron FASTCAM SA-Z high-speed camera and the mea-
surement repeated at the same viewing angle as the DSLR (Figure 4).

Figure 5 shows the time series of the tachometer, the illumination mea-
sured by the phototransistor and the trigger signal for the DSLR. In the
close-up section of Figure 5 the change in illumination phase from sine to
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camera

LED
lights

tachometer
motor
fixture

proportional
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Figure 3: The SOFI electric motor experiment set-up

Figure 4: High-speed camera electric motor measurement

cosine is seen along with the trigger for the DSLR. The DSLR captured the
image some arbitrary time after the trigger signal, which is why a sufficient
time of 1 s was allocated for every image. The triggers for all three images
(reference, sine phase and cosine phase) are shown in the full plot in Figure 5.
The motor was running during the acquisition of the reference image, but the
light was at a constant value. This is because such an image is approximately
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Figure 5: Monitored data of the electric motor experiment. Note that the DSLR triger
signal only indicates the trigger instance and not the entire exposure.

equal to the reference image:

I
(

(x, y) + s
(
(x, y), t

)
, L0

)
=

=

∫ Te

0

(
r
(
(x, y), L0

)
+ s
(
(x, y), t

)
∇r
(
(x, y), L0

))
dt ≈

≈ I
(
(x, y), L0

)
, (20)

because the integral of the s
(
(x, y), t

)
∇r
(
(x, y), L0

)
part is zero for harmonic

motion when the exposure time Te is a multiple of the periods of motion s(t)
and the displacements are small (within the area of constant gradient). The
data from Figure 5 was acquired by a NI9215 ADC card and was used for
monitoring and for matching the phase with the measurements of the high-
speed camera.

Figure 6 shows the displacement amplitudes measured using the DSLR
and the high-speed camera. The yellow arrows represent the displacement
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amplitudes for a 125 Hz sine phase and the red represents the cosine phase
(colour figures available on-line). The SOFI and high-speed camera results

DSLR HS

Figure 6: Displacement amplitudes of the motor fixture measured using a DSLR camera
(SOFI), on the left, and using a high-speed camera (HS), on the right

were reconstructed into the trajectories caused by the frequency component.
Figure 7 shows the reconstructed trajectories from the SOFI (DSLR) and
the high-speed camera (HS) overlaid on the image captured by the DSLR.
The ellipses are scaled by a factor of 250×. The agreement between the

5
0
 m

m

Figure 7: Overlaid reconstructed trajectories of the measured 125 Hz harmonic using the
DSLR (SOFI) and the high-speed camera (HS). Trajectories are scaled by a factor of 250×.

measurements is good. Both measurements show a rotational motion with a
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comparable scale. Small discrepancies between the HS and DSLR results are
believed mostly to be the result of inconsistencies between the separate mea-
surements, caused for instance by variations in the PID-regulated frequency
of the motor rotation ”ωn”. The small discrepancies might also be caused by
the windowing effects due to small deviations in the camera sampling with
respect to the LED blinking frequency ωl and the camera’s exposure time Te,
because the clocks were not physically synchronised. However, the frequency
of rotation was set at a slightly smaller value (f = 124.1 Hz) to match the
125 Hz frequency of the blinking of lights.

3.2. Multisine Experiment

A 14”/35 cm B8 Thin Crash cymbal was excited using a shaker (Figure 8).
The excitation signal was a pseudo-random (multisine) signal with a band of

Figure 8: Cymbal SOFI experiment set-up

50 to 500 Hz and a period of 1 s. The force amplitude spectrum is shown in
Figure 9 along with the response measured with a Laser Doppler Vibrometer
(LDV) at a point close to the cymbal’s edge. The velocity measured with
the LDV was integrated to produce the displacement time series.

The SOFI measurement was automated to measure an array of frequencies
chosen from the response peak locations (f = [56, 88, 112, 266, 349, 462, 466]).
The DSLR captured a reference, sine-blinking and cosine-blinking image for
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Figure 9: The excitation and response spectra for the cymbal experiment

each frequency. The image resolution was 6000 × 4000 pixels. Figure 10
shows the monitored data (illumination, DSLR trigger, single point response
(LDV) and excitation force) for two different blinking frequencies. The mon-
itored data confirms that the response is repeatable, meaning that sequential
measurements for different blinking frequencies and phases can be combined.

The images were analysed the same way as the electric-motor experi-
ment and produced the full-field operational displacement fields seen in Fig-
ure 11. The displacements in Figure 11 are scaled in pixels, to scale them
to out-of-plane deflections in micrometers an approximate conversion factor
of 76 µm/pixel can be used (based on the camera’s viewing angle and the
pixel-to-length conversion using the cymbal’s size as a scale)

4. Notes on the robustness of the proposed method

Obtaining good results proved to be hard, because the method is sensi-
tive to outside influences and requires laboratory conditions to work. The
requirements needed for the method to work are: small motion within the
area of constant image gradient (typically smaller than one or a couple of pix-
els), a repeatable response to be able to combine sequential measurements,
controled harmonically varying light and harmonics fitting the exposure time
Te window.

The experiments were conducted in a dark room (anechoic chamber),
because the illumination has to match the set profile. Both the motor and the
cymbal had to be fixed to limit large rigid-body motion. Large displacements
violate the small-displacements assumption, they might also cause windowing
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Figure 10: Monitored data for the cymbal experiment (upper - 56 Hz blinking, lower -
466 Hz blinking). Note that the DSLR triger signal only indicates the trigger instance and
not the entire exposure.

effects if their period is larger than the exposure time Te. In the experiments,
reference images were obtained during the motor’s rotation and while the
cymbal was vibrating (Equation (20)), because it proved that a shift can
occur between a stationary reference image and the image during operation
and this shift distorts the measured response. To measure both the sine
and cosine phase amplitudes, two images need to be captured during the
operation and the displacements must not change profile during this time.
Attention has to be given to the acquisition settings and the synchronization
of different systems.

5. Conclusion

The experiments prove that the Spectral Optical Flow Imaging (SOFI)
method can be used to measure full-field displacement spectral components
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Figure 11: Full-field displacements amplitudes (sine phase) of a cymbal excited with a
multi-sine signal (scale in pixels)

using affordable cameras such as DSLRs far above the frame rate of the
camera.

The developed method is indifferent to the type of camera used as long as
the camera’s settings can be controlled. In addition, better cameras (higher
resolution, higher colour depth, lower noise) produce better results.

Spectral Optical Flow Imaging differs from stroboscopic measurements in
that the stroboscopic light enables acquisition of instantaneous still frames,
while the proposed method captures individual spectral componets with ev-
ery image taken. A strobe light will not accurately indicate a mode shape
when a response is composed of multiple modes, while SOFI will.

The measurement of the running electric motor demonstrates a 2D mea-
surement and validates the method via a comparison with a high-speed cam-
era measurement and the cymbal experiment demonstrates the measurement
of small, multi-sine, out-of-plane displacements up to 466 Hz, ranging in µm.

The method is sensitive to outside influences, such as light and vibrations;
it is also sensitive to large and slow rigid-body motions or other shifts during
the image acquisitions.

Compared to high-speed camera measurements the SOFI approach is
much cheaper, although not as robust. DSLR cameras have a higher in-
tensity resolution and a higher pixel resolution than high-speed cameras, but
lack the capability to acquire a large number of images and the accompany-
ing effect of a decrease in the spectral noise floor [5]. SOFI could be viable

17



in some operational modal analysis and in controlled experimental modal
analysis.
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